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	 ABSTRACT 
	










	
The knowledge revolution in the middle of the twentieth century brought about a digital transformation in various aspects of human development, and in view of the knowledge data in machine language, it became necessary to computerize the Arabic language as a means of transferring knowledge, and to make it compatible with modern means of communication in artificial intelligence algorithms to help humans overcome the difficulties of communication and learning.

Therefore, researchers in the field of artificial intelligence sought to understand human perception and try to simulate it through the development of computer systems that deal with different levels of languages. Researching a descriptive and analytical reading of the reality of the Arabic language in its relationship to artificial intelligence and computing, and the extent to which it benefits from technological and informational progress, as well as possible horizons that will contribute to solving its problems and challenges.
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1. Introduction

Language is one of the most important means of transferring knowledge, ideas, and communications between peoples, and it is part of the self-identity of nations. In light of the development of artificial intelligence, scientific paths began to strengthen the tools necessary for natural linguistics in terms of making machines distinguish and mimic human languages. Scientific attempts go back to the mid-1950s. The 20th century was fueled by the need to translate Russian language texts into English automatically and frequently by exploiting artificial intelligence algorithms in language learning.

The idea of building dictionaries and representing electronic knowledge was strengthened by applications that were integrated into the world of commercial competitions, as the concept of machine translation from multiple languages began to become broader and more widespread, as the Fourth Industrial Revolution, including the concepts of artificial intelligence, began to investigate human perception and the capabilities of machine self-sensing. Especially since technological innovations in the second half of the 21st century opened many horizons for growth and progress, which was reflected in the development of electronic capabilities in interpreting and communicating natural languages and developing the capabilities of educational programs.

1.1. Value

Language is the defining identity of the indigenous people. The inhabitants of Mesopotamia and the Nile Valley countries were known by the names of their languages. For example, the inhabitants of Iraq and the Levant used to call themselves Arameans because they spoke Aramaic. The Arabic language, “the language of Dhad”, is one of the important languages on the global level because it It carries the pillars of the civilizational and cultural heritage of the world, which include writing, pronunciation, grammar, and morphology, as the Arabic language consists of 28 letters and 16,000 linguistic roots, compared to the English language, which has 26 and 700 linguistic roots, and the Hebrew language has The 22 letters and 2,500 linguistic roots.

1.2. Problem

The research problem emerges from the idea: “The extent to which artificial intelligence contributes to learning the Arabic language,” especially since artificial intelligence provides to assist in learning languages in general and Arabic in particular, along with the search for modern automated improvements necessary to ensure the success of their application.

1.3. Goal

The research aims to investigate tools related to artificial intelligence for benefit in learning the Arabic language, then highlight the advantages and shortcomings, as well as future scenarios for their use and the required improvements. The research is trying to answer the following questions:

1.    What is artificial intelligence and computational linguistics?

2.    What are the applications of the Arabic language in artificial intelligence, and what are its obstacles?

1.4. Hypothesis

The research assumes that information development in the 21st century, especially the tremendous progress in computer tools, was reflected in the development of artificial intelligence related to linguistic algorithms, which took a wider space in human uses while expanding the circle of human linguistic interests.

2. Artificial Intelligence and Computational Linguistics

The term artificial intelligence refers to something “made up” that is unnatural and has the ability to understand appropriately through algorithms that can perform certain tasks that are close to human performance, and the complex overlap between information sciences and linguistic structures has led to the emergence of what is called “language computing” or “computational linguistics.” These sciences emerging from interoperability have begun to work on building and developing software for machine translation, and with the progress made by generative artificial intelligence in shaping audio, images, text, and videos, the importance of developing content related to raising the efficiency of the level of artificial intelligence when communicating becomes increasingly important. Accordingly, we divide this requirement into four paragraphs: (1) The concept of artificial intelligence, (2) the concept of computational linguistics, (3) natural language programming algorithms, and (4) areas of computational linguistics.

2.1. The Concept of Artificial Intelligence

Intelligence is the ability to learn and understand to achieve goals. It is divided into human intelligence and artificial intelligence. Human intelligence is a natural gift from the Creator to man so that he can understand and control the laws of life (Buchanan, 2005, pp. 53–60). Artificial intelligence is one of the computer sciences that searches for advanced methods for carrying out analysis and deduction processes within limits that are somewhat similar to the processes of human intelligence. It is defined as the part of computer science that aims to simulate the cognitive ability to replace humans in performing appropriate functions in a specific context that requires intelligence (Nath, 2009, p. 29). It is also defined as the efforts made in developing computer information systems so that the computer can behave in a manner similar to human thinking, such as learning languages and using images and cognitive forms to rationalize physical behavior, as well as using accumulated knowledge and experiences in decision-making processes (Ravi Kumar & Manikandan, 2021, p. 194), that is, the ability to understand, deduce, solve problems, and other capabilities that It requires intelligence whenever a person uses it.

Artificial intelligence has developed in philosophical stages since the 17th century when the mathematician and physicist René Descartes appeared, who likened the animal to a machine in that it neither thinks nor is conscious. In the 18th century, the French mechanic Jacques Vaucanson, who invented an automatic musical instrument, and the French physician and philosopher emerged. Julien de la Mettrie wrote a book entitled: “Human Machine,” in which he considered that human actions are automated actions (Crockett, 2019, p. 82).

In the 1940s, the American mathematician Norbert Vins appeared, who developed the science of cybernetics, which includes how the human brain works by focusing on nerve cells and producing the laws of the human brain’s operation by means of a machine. Thus, the nerve cell was invented, and the cognitive approach described thought in an abstract manner that treats symbols in isolation. Regarding financial support, this approach was linked to language as a symbol. Then, in 1950, the British mathematician Alan Matteson Turing conducted a test on a computer machine, which was a game based on simulation (Turing, 1950, p. 433).

Research on artificial intelligence has moved in three directions: “Limited artificial intelligence” seeks to simulate human cognitive functions according to a system of rules imposed by humans, such as programming self-driving cars. “General artificial intelligence” is based on simulation to be able to equal human intelligence, such as thinking, planning, programming, problem-solving, and communication. “Artificial superintelligence” seeks to go beyond human intelligence to become more capable than humans in subjects such as the arts, decision-making, and emotional issues (Saxena et al., 2022, p. 66).

Artificial intelligence includes a group of applied fields, most notably natural languages, writing and reading, vision and image robots, neural networks, and expert systems. Artificial intelligence also includes a group of characteristics, the most important of which are (Sakher et al., 2023, p. 92):

1.    The possibility of solving the problems presented in the absence of complete information, relying on expertise and experience in understanding and learning.

2.    The ability to respond quickly to circumstances and situations and to deal with difficult and complex case.

3.    The ability to think and perceive and use right and wrong hypotheses to explore various phenomena.

4.    Acquiring and applying knowledge by using experiences and knowledge and employing them in appropriate situations.

5.    The ability to provide information that supports appropriate administrative decisions.

6.    Distinguishing the importance and priority of the elements of the presented cases.

Human needs and cognitive overlap have prompted increased interest in artificial intelligence to achieve a set of goals. Most notably:

1.    Create an organized knowledge database so that information is stored effectively so that employees in the organization, especially knowledge departments, are able to obtain knowledge and learn experimental rules that are not available in books or other sources of information.

2.    Store information and knowledge related to artificial intelligence so that the organization can protect its knowledge from leakage and loss due to the leakage of employees through resignation, transfer from the organization, or death.

3.    Create a mechanism that is not subject to human feelings such as anxiety, fatigue, or exhaustion, especially when it comes to work that represents physical and mental danger.

4.    Generating and finding solutions to complex problems by analyzing the problems and addressing them in an appropriate and short time.

2.2. The Concept of Computational Linguistics

The term “computational linguistics” refers to the science that uses computers to transform information and linguistic texts into digital languages. The computer can analyze and translate by establishing strict formal descriptions that address various linguistic phenomena to provide the computer with the various operations and knowledge present in the language (Diduh, 2009, pp. 90–91).

The fields of computational linguistics have multiple applications and can be developed according to modern computer technologies. Perhaps the most important applications of computational linguistics in artificial intelligence are applying linguistic statistics through linguistic roots, nouns, verbs, and derivatives and applying automated morphological analysis in extracting word roots and their derivatives. The application of spelling and grammar checking, the application of speech-to-text conversion, the application of teaching the Arabic language to non-native speakers by clarifying the shapes of letters and words, the application of comparison and contrast through the storage capacity and processing speed of the computer, and the application of automatic translation from Arabic to other languages, or vice versa (Al-Arif, 2007, p. 20).

2.3. Natural Language Programming Algorithms

Natural language programming algorithms refer to computer applications that extract the linguistic characteristics of a word and indicate its location and relationship with other words. It is a utilitarian activity that indicates human interaction with a machine and is concerned with understanding behavior and communication problems between humans and computers through a language closer to natural language that is linked to human culture, such as English, French, and Arabic (Bonnet, 1985, p. 31).

Accordingly, natural languages are a science that descends from the science of artificial intelligence, branching out from computer informatics, which overlaps with the science of linguistics, which performs the linguistic description required for the computer in the manufacture of software that is able to understand, simulate, and analyze natural languages. Natural language processing can be divided into the following sections: indexing and analysis. Machine translation, electronic letter formation, text storage and retrieval, and electronic dictionaries.

There are many applications of computational linguistics, and they can be developed according to the techniques of modern computer systems, the movement of technological development, and what is imposed by linguistic use. The most important applications of computational linguistics in artificial intelligence are: (Amina et al., 2021, p. 6).

2.4. Fields of Computational Linguistics

1.    Applying linguistic statistics through linguistic roots, nouns, verbs, and derivatives.

2.    Applying automated morphological analysis, where word roots and their derivatives are extracted, and acceptable results are reached, such as language books and dictionaries.

3.    Applying spelling and grammar checking, as this application can be used to convert speech into text.

4.    Applying language teaching to non-native speakers by clarifying the shapes of letters and words and how to pronounce them.

5.    Applying comparison and contrast through the computer’s storage capacity and processing speed.

6.    Application of machine translation. In this application, translation is done from a specific language to another language.

The Arabic language has benefited from the use of artificial intelligence applications in processing the linguistic mechanism at the following levels (Sanea, 2019, pp. 21–27):

1.    Digital writing means converting Arabic letters and vowels from a written level to a digital level through digital phonetic writing.

2.    The phonological system, which focuses on the functions of Arabic sounds and distinguishes between letters by entering their pronunciation characteristics and processing them automatically, especially letters that are similar in drawing, processing sounds automatically to identify their characteristics, such as: adjusting speed, waves, frequency, oscillation, spectral image, and converting written text to Spoken words and speech recognition (Al-Shams, 2020, p. 48).

3.    The morphological system that deals with the structure of the Arabic word through morphological analysis programs that are concerned with forming Arabic words and distinguishing them by subjecting them to computer rules that control morphological structures and their connotations.

4.    The grammatical system that processes the structural structures of the sentence by relying on grammatical analysis programs automatically, starting from controlling the grammatical rules and storing information and then exploiting it when analyzing the sentences structurally.

5.    The lexical system, which classifies words and their lexical meanings by developing Arabic electronic dictionaries and converting paper dictionaries into electronic dictionaries.

6.    The pragmatic system. Automated language processing programs were not able to automatically analyze the pragmatic levels of languages. This analysis is possible by developing programs that analyze the contexts of the statement and the nature of its pragmatic inferences.

7.    The semantic system helps to control words and terms according to their meanings and use, so it searches for them in research sources through their meaning and the meanings found in these sources.

8.    The level of blog linguistics: This type of automated analysis of languages emerged after the emergence of computers capable of storing vocabulary and texts through programs that can identify words and their repetition in texts and control all contexts of their use in an easy and quick way that enables researchers to exploit them.

9.    E-learning platforms, where computer engines directed towards teaching languages remotely have contributed, and researchers in the Arabic language have been able to develop computerized educational programs on the international information network (Moezan, 2020, p. 135).

10.   Electronic administration, where departments witnessed a qualitative shift in the use of procedural applications of artificial intelligence as files became digital, contributed to the development of administrative work.

3. Applications of the Arabic Language in Artificial Intelligence and Its Obstacle

Artificial intelligence has contributed to the development of the cognitive and learning fields of natural languages, as it is considered the digital gateway to the world of the future. Therefore, launching the machine to typically recognize the features of languages is one of the most important means used in analytical processors and transforming symbols into understandable expressions, despite the obstacles facing the development of computer systems. This simulates human uses regarding written or spoken communication, such as morphological analysis and syntactic disambiguation, but there are many researchers who have been able to develop digital systems that address various linguistic levels.

3.1. Automated Processing of the Written Arabic Language

The writing of Arabic letters is characterized by characteristics, the most prominent of which are the differences in Arabic letters in derivation, grammar, and morphology, as well as the path of writing the letters from right to left. The shape of the Arabic letter also depends on its connection with what is around it. Some letters are similar, and there is no difference between them except in some places, so Optical recognition of written Arabic letters is one of the most popular areas of artificial intelligence in designing Arabic language algorithms (Kawar & Mazen, 1991, p. 485). Since the Arabic letters consist of vowel and consonant phonemes, the Arabic language units of speech are divided into five types of letter phonemes, which are:

1.    A phonetic syllable of a vowel, such as (m)

2.    An audio syllable of an extended letter, such as (ma)

3.    An audio clip of a vowel and a consonant, such as (ml)

4.    A phonetic syllable of a vowel and a consonant, such as (mal)

The natural language processing mechanism requires a database of standard language identifiers, which includes a database of letters, pronouns, and their graphemes, as well as the creation of identifiers for the parts of speech of nouns, verbs, and their derivatives, in addition to the creation of special identifiers for the nominal and verbal sentences and their derivatives, and tools for adverbs, adjectives, and links with the aim of analyzing Grammar and grammatical analysis (Sadiq, 2016, p. 86), and there are four steps for language processing: (Al-Moataz, 2019, p. 103):

1.    Rooting: Searching for the root of the word, especially three-letter verbs.

2.    Rooting: returning the word to its original state after deleting the prefixes and suffixes.

3.    Branching: returning the verb to the past form or the singular noun in its original form.

4.    Excesses: Identifying the affix at the beginning or end of a word and using it in analysis.

Despite the technical difficulties facing artificial intelligence in the characteristics of Arabic letters, the researcher, Shawqi Boufnar, used deep convolutional neural networks to recognize images of written Arabic letters, and the results of the research showed an accuracy of (32.97) percent, and the research presented data sets containing Various types of written texts through the application of short–term, long–term, and multi-directional memory networks (Boufenar & Batouche, 2017, pp. 1–6).

3.2. Automated Processors of Readable Arabic

Computer systems experts in the field of automatic speech recognition applications sought to save time and effort by bringing humans to the stage of speaking to the computer and giving it commands without the need to write linguistic texts. The application of automatic spoken speech recognition is defined as the process of converting audio signals into spoken speech or units. Linguistics is done through computer-based text coding with high accuracy (He & Deng, 2008, p. 45).

With the development of technological techniques in the use of artificial intelligence, applications for automatic recognition of spoken Arabic speech appeared, and in the field of deep learning technology, researchers used a recurrent neural network to recognize the spoken Arabic numeral language by emphasizing the properties of the sounds of spoken speech, which are (Alotaibi, 2004, pp. 195–199).

1.    The sound energy feature: It distinguishes between static and vowel syllables. The moving syllables have a high value, and the static syllables have a low value. Sound energy is extracted from the spoken audio syllable by converting the continuous audio syllable into an interrupted one with a fixed time interval.

2.    The pitch property: It is a cognitive property that arranges audio clips in the form of a ladder that is linked to oscillations equivalent to Hz per second for the pitches and is used to determine the rise or fall in the pitch of the sound (Proakis & Manolakis, 1996, p. 85).

3.    The frequency characteristic of the sound of spoken speech: These are the frequencies related to the resonance and vibration that occur in the vocal cords during pronunciation and are distinguished by voiced letters more than voiced letters.

4.    The Mill Frequency Coefficients feature: It is the approximation of sounds to the way humans hear, as the human ear distinguishes low frequencies, and the Mill method enlarges the range of low frequencies using logarithms ranging from 660 to 1320 samples per frame and is estimated at 15 to 30 milliseconds (Bhatti et al., 2004, p. 3).

5.    Discrete wave transformation property: This is the property of representing the signal in the specified time and frequency domain by dividing the signal range of the frequency of the audio clip and arranging this signal from least to most (Al-Qaraawi & Mahmood, 2014, pp. 847–850).

3.3. Challenges of Text Processing in the Arabic Language

The artificial intelligence revolution has become part of the development of people. Researchers have been able to develop applications according to a futuristic outlook that may change the human way of life, to give precedence to human ability and replace it with automation. The robotics industry has begun to provide solutions to the problems raised in various areas of life, especially education, which benefits it in the speed of learning (Lane et al., 2019, p. 58), and with regard to the Arabic language benefits from artificial intelligence, it still faces many challenges, the most notable of which are (Troudi, 2020, p. 47):

1.    The lack of adequate spread of the Arabic language on the Internet, which limits the spread of the Arabic language compared to the entry of other languages, especially in the field of education and scientific research, as these fields still depend on foreign languages, so the Arab user relies on these languages to meet his needs. Research, educational, and scientific research calls for more computer programs that help search engines browse the Internet in the Arabic language (Al-Moataz, 2019, p. 53).

2.    Lack of coordination between companies and institutions interested in computerizing the Arabic language.

3.    The separation of Arab educational centers between training programs and educational programs specialized in computing and linguistics, in addition to the shortcomings in teaching general and applied linguistics.

4.    The inability of some programs to respond to total computing and cognitive and scientific accuracy, such as the automatic formation program, the automatic corrector program, the automatic reader, and automatic translation.

5.    The inability to compile the Arabic blog and computerize it completely.

6.    Absence of a clear linguistic policy in which all Arab countries participate in developing the language and computerizing it.

It is necessary to spread the culture of artificial intelligence in the Arab world by establishing universities that teach artificial intelligence using the Arabic language and disseminating the experience so that the Arab person can engage in it since the educational and scientific reality of the Arabic language is still far from the scientific revolution brought about by artificial intelligence.

4. Conclusion

The reality of the Arabic language and its future bets are linked to artificial intelligence and the software and applications it provides that work to computerize the Arabic language and process its levels in digital ways. The Arabic language has benefited from the computerization of some of its linguistic levels, such as the written level, the morphological, syntactic, syntactic, semantic, and lexical levels, but there are still obstacles, such as the pragmatic level, textual analysis, controlling and computerizing the Arabic blog, and improving the quality of machine translation. Also, studies related to the Arabic language in the field of artificial intelligence, compared to other languages, lack specialists and institutions concerned with computational linguistics and computer science that contribute to reaching results that have cognitive value and scientific additions.

Below is the summary of the conclusions reached from the present study:

1.    There is an absence of projects to process the Arabic language in computers in universities and institutions. Although Arabic is a broad and grammatical language, it can be processed using a computer.

2.    The efforts to process the Arabic language are linked to technical companies in Western countries, and sometimes, there is no cooperation between these companies, computer programmers, and Arabic language specialists in the field of developing language applications.

3.    The a need for more applications of the Arabic language related to artificial intelligence, as the Arabic language is characterized by geometric and mathematical characteristics, such as roots and morphological weights, which require studies, research, and analysis to bridge the gap between applications of idiomatic structures.

5. Recommendations

1.    There is a need to promote the use of artificial intelligence in processing Arabic. It is preferable to divide projects for building Arabic language processing software into grammatical, morphological, and semantic analyses.

2.    We should focus on reading and recognition programs for Arabic texts, sounds, images, and videos.
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